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ABSTRACT: The kinetics of liq-
uid–liquid phase separation in off-
critical polymer blends was stud-
ied with time-resolved small-angle
neutron scattering. Our objective
was to study the nature of the nu-
clei that formed during the initial
stages of the phase transition. The
blends were composed of model
polyolefins— deuterium-labeled
poly(methyl butylene) (PMB) and
poly(ethyl butylene) (PEB)—with
molecular weights of about 200
kg/mol. A direct examination of
the initial clustering of molecules
before macroscopic phase separa-
tion was possible because of the
large size of the polymer chains
and concomitant entanglement ef-
fects. We discovered that the scat-
tering profiles obtained during nu-
cleation merged at a well-defined

critical scattering vector. We pro-
pose that this is the signature of the
critical nucleus and that the size of
the critical nucleus is inversely
proportional to the magnitude of
the critical scattering vector. The
kinetic studies were preceded by a
thorough characterization of the
equilibrium thermodynamic prop-
erties of our PMB/PEB blends.
The locations of the binodal and
spinodal curves of our system are
consistent with predictions based
on the Flory–Huggins theory. This
combination of thermodynamic
and kinetic experiments enabled
the quantification of the depen-
dence of the size and structure of
the critical nuclei on the quench
depth. Our results do not agree
with any of the previous theories
on nucleation. Some aspects of our

results are addressed in recent the-
oretical work by Wang in which
the effects of fluctuations on the
classical binodal and spinodal
curves in polymer blends are in-
corporated. Both theory and exper-
iment support the notion that the
traditional stability limit (spinodal)
should be replaced by a metasta-
bility limit. Although Wang’s the-
ory provides an explanation for
some of our observations, many
fundamental issues regarding nu-
cleation in polymer blends remain
unresolved. © 2004 Wiley Periodicals,
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INTRODUCTION

Nucleation is a general term that describes the triggering
of first-order phase transitions.1–32 It is believed that
different kinds of phase transitions, such as boiling,

melting, crystallization, and phase separation, proceed by
similar pathways because of the similarity of the under-
lying thermodynamic driving forces. Nucleation in some
systems is entirely predictable. The crystallization of
water is a typical example, ice forms at temperatures not
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too far removed from its melting temperature. Nucleation
in other systems is less predictable; the crystallization of
polymers often requires the supercooling of the melt to
temperatures as low as 50 °C below the melting temper-
ature of the crystal. Polymer blends are similar in this
respect; initiating phase separation requires substantial
supercooling. The question of why nucleation occurs
more readily in some systems and not in others remains
unresolved because of both experimental and theoretical
challenges.

The classical theories on this subject, dating back to
the work of Gibbs,1 assume that the nuclei formed during
the initial stages of nucleation are composed of the final
equilibrium phase with a well-defined interface. This
immediately enables the calculation of the size of the
smallest viable nucleus as long as the free energy differ-
ence between the initial and final phases and the inter-
facial energy are known. This is called the critical nu-
cleus size (Rc). Within the classical framework, we thus
expect to find small domains of the final equilibrium
phase, with sizes greater than or equal to Rc, growing in
the system. Most experimenters have not been able to
probe the initial stages of nucleation. Instead, they have
measured the rate of the phase transformation at later
times and have inferred what must have happened during
the initial stages of nucleation (e.g., ref. 4). Classical
nucleation theory has provided an excellent framework
for describing the results of such experiments. This has
led to the belief that the assumptions of classical nucle-
ation theory must have been satisfied during the initial
stages.

The basic assumptions of classical nucleation theory
have often been questioned. Ostwald, for example, indi-
cated that phase transitions should proceed via the for-
mation of nonequilibrium intermediate stages.16,17 Ad-
dressing such effects require theories in which the order
parameter of the nucleus is not constrained to be identi-
cal to that of the final equilibrium phase. For the case of
liquid–liquid phase separation, such a theory was pro-
posed many years ago by Cahn and Hilliard.5 They
obtained Gibbsian nuclei (with an order parameter sim-
ilar to that of the final phase) at shallow quench depths in
the vicinity of the binodal, and Ostwaldian nuclei (with
an order parameter similar to that of the initial phase) at
deep quench depths in the vicinity of the spinodal. At
intermediate quench depths, a wide crossover regime
was obtained, in which the characteristics of the critical
nuclei changed gradually between the two extremes. We
might thus expect to observe the formation of nonequi-
librium structures during liquid–liquid phase separation,
particularly at large quench depths.

It is perhaps appropriate to recognize that departures
from conventional nucleation have been noted in recent
studies of the initial stages of crystallization.12–15,21–25

Theoretical studies of colloidal suspensions indicate that
crystallization is facilitated by the presence of liquidlike,
noncrystalline clusters.12–15 The laser-induced nucle-
ation of urea crystals, observed by Garetz et al.,24 also
suggests the existence of noncrystalline, intermediate
states. The formation of mesomorphic nuclei has been
proposed as a possible explanation for some of the anom-
alies observed during polymer crystallization.25

The main purpose of this article is to describe our
attempts to study the initial stages of nucleation during
liquid–liquid phase separation in polymer blends. We
begin by describing experiments that probe the equilib-
rium properties of our system. We are particularly inter-
ested in determining the binodal and spinodal curves for
our system because they set the boundaries within which
nucleation is supposed to occur. We then present time-
resolved small-angle neutron scattering (SANS) data ob-
tained during the initial stages of liquid–liquid phase
separation within these boundaries. We conclude by
comparing our findings with available theories on nucle-
ation.

Many textbooks on polymer physics33–36 contain
phase diagrams of polymer blends showing binodal and
spinodal curves based on the Flory–Huggins theory. It is
stated in these books that the mechanism of phase sep-
aration for blends located between the binodal and spi-
nodal curves is nucleation and growth. The answer to the
question posed in the title, “Does conventional nucle-
ation occur during phase separation in polymer blends?”,
thus appears to be a foregone conclusion. We will dem-
onstrate that this is not the case.

EXPERIMENTAL

We have studied blends of two model polyolefins, poly-
(methyl butylene) (PMB) and poly(ethyl butylene)
(PEB). The PMB chains (PMB1 and PMB2) were la-
beled with deuterium, whereas the PEB chains (PEB1
and PEB2) were fully hydrogenous. The methods used to
synthesize and characterize these polymers are described
in refs. 37 and 38. The characteristics of the polymers are
given in Table 1. Our molecules are much larger than the
threshold for chain entanglement.33,35 Binary PMB/PEB
blends were made by methods described in ref. 37. The
volume fractions of PMB in the blends used in this
article are given in Table 2. These blends were studied by
SANS experiments on the NG3 beam line at the National
Institute of Standards and Technology (NIST; Gaithers-
burg, MD). The samples were housed in the NIST pres-
sure cell; this enabled control over the sample tempera-
ture and pressure (at 30–200 °C and 0.03–3.10 kbar).
The azimuthally averaged coherent scattering intensity
(I) as a function of the scattering vector [q � 4�sin(�/
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2)/�, where � is the scattering angle and � is the wave-
length of the incident neutron beam] was obtained by
methods reported in ref. 37. Static SANS measurements
enabled the determination of the binodal and spinodal
curves.37–40 Time-resolved SANS measurements en-
abled the determination of the size and other attributes of
the growing nuclei as a function of the quench
depth.28–32 The experimental protocols used to study the
three blends in Table 2 were similar, as were the results
obtained from both the static and time-resolved SANS
experiments. To avoid repetition, we thus often restrict
our discussion to data obtained from one of the samples.

Most of the data presented in this article have ap-
peared in a somewhat fragmented form in previous pub-
lications.31,32,39–42 The main purpose of this article is to
provide a comprehensive overview of our results on the
subject of nucleation.

DETERMINATION OF BINODAL AND
SPINODAL CURVES

The location of the binodal and spinodal, that is, the
(T,P) values at which the homogeneous state is metasta-
ble and unstable, respectively, with respect to the phase-
separated state, can be computed with the Flory–Huggins
expression for the free energy density of mixing (�Gm)
for a mixture of two homopolymers labeled 1 and 2:43–45

�Gm

kT �
�1ln�1

v1N1
�

�1 � �1�ln�1 � �1�

v2N2
�

��1�1 � �1�

v0

(1)

where k is the Boltzmann constant, Ni is the number of
monomer units in polymer chain i, �i is the volume
fraction of polymer i, � is the Flory–Huggins interaction
parameter, vi is the volume of monomer i, and v0 is a
reference volume (100 Å3 in this work). �, as defined in
eq 1, contains contributions due to the internal energy
change of mixing (�U) and the volume change of mixing
(�V).39–41

The binodal curve, the curve that separates the one-
phase and two-phase regions of the phase diagram, for a
Flory–Huggins blend is calculated by the simultaneous
solutions of the following two equations:

ln ��1
I

�1
II� � ��1

II � �1
I ��1 � N1v1/N2v2�

�
��T,P�N1v1

v0
��1 � �1

I �2 � �1 � �1
II�2� � 0 (2)

ln �1 � �1
II

1 � �1
II� � ��1

I � �1
II��1 � N2v2/N1v1�

�
��T,P�N2v2

v0
���1

I �2 � ��1
II�2� � 0 (3)

where �1
I and �1

II are the volume fractions of polymer 1
in the two coexisting phases labeled I and II, respec-
tively. The spinodal curve, the limit of stability of the
one-phase system, is given by

	2��G/kT�

	�1
2 � � 1

N1v1�1
�

1
N2v2�2

� � 2
��T,P�

v0
� 0

(4)

Equations 2–4 can be used to determine the binodal and
spinodal curves if �(T,P) is known.46–48 We have ob-
tained �(T,P) from static SANS measurements with the
random phase approximation (RPA) to interpret the
data.33 The q dependence of the typical static SANS
intensity obtained from our blends is shown in Figure 1,
in which we have plotted 1/I versus q2 (Zimm plot) of
blend B1 at selected temperatures at a fixed pressure of

Table 1. Characteristics of the Polymers

Polymer
Density
(g/cm3)

Average Number of
Deuterium Atoms

per 6 Carbon Atoms

Weight-Average
Molecular

Weight (g/mol)
Polydispersity

Index Rg (nm)

PMB1 0.9300 7.33 1.8 � 105 1.07 16.7
PMB2 0.9192 6.26 1.7 � 105 1.02 16.2
PEB1 0.8628 0 2.2 � 105 1.08 16.6
PEB2 0.8637 0 2.2 � 105 1.08 16.6

Table 2. Blend Components and Compositions

Sample

Components

�PMBA B

B1 PMB1 PEB1 0.161
B2 PMB1 PEB1 0.099
B3 PMB2 PEB2 0.160
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0.86 kbar. The curves through the data in Figure 1 are
least-squares RPA fits with � as the main adjustable
parameter.49 The RPA captures all of the important fea-
tures seen experimentally. In Figure 2, we show the
temperature dependence of � between PMB and PEB
chains at 0.86 kbar, obtained by the fitting of the mea-
sured static SANS profiles of a variety of homogeneous
blends, including B1, to the RPA. It is evident from
Figure 2 that � for PMB/PEB blends is independent of
the blend composition and component molecular
weights. This is an important simplification because the
binodal and spinodal curves are given by eqs 2–4 only if
� is independent of the blend composition and compo-
nent molecular weights. The phase diagram of blends B1
and B2 at 0.86 kbar thus obtained is shown in Figure 3.
The vertical dashed lines indicate the temperature ranges
over which the static SANS profiles from the blends
were analyzed with the RPA. It is clear from Figure 3

that the RPA analysis was conducted both in the one-
phase region and in the metastable two-phase region of
the phase diagram. Slow nucleation, a fact that we will
establish momentarily, is a crucial factor that enables the
determination of � at temperatures deep within the two-
phase region of the phase diagram (Fig. 3). Obtaining the
static SANS profiles from our blends requires data ac-
quisition times of 5 min. It will be shown that the initiation
of phase separation in PMB/PEB systems at these quench
depths takes significantly longer than 5 min.

In Figure 4, we show the pressure dependence of the
binodal temperature (Tb) and spinodal temperature (Ts),
for blend B3, derived from the temperature and pressure
dependence of �. Before examining the initial stages of
phase separation in our system, we must verify the lo-
cation of the binodal and spinodal curves via indepen-
dent experiments. It is customary to use the cloud-point
method to locate the binodal curve.50 This method as-

Figure 1. SANS intensity (I) for B1 at 0.86 kbar in the Zimm format (1/I vs q2). The
curves through the data represent least-squares RPA fits. At 54 °C, 1/I is nearly zero,
indicating the proximity of the blend to the spinodal.
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sumes that there are no nucleation barriers for liquid–
liquid phase separation. This is an unreasonable assump-
tion because the theoretically predicted nucleation bar-
rier is proportional to N1/2 (if both components have the
same chain length N).26,27 Our approach is to determine
Tb at a given pressure by heating phase-separated sam-
ples and noting the temperature at which they become
homogeneous. We assumed that our blends were homo-
geneous when the measured SANS profiles at given
temperature and pressure values were close to predic-
tions based on the RPA. The validity of this method rests
on the assumption that the homogenization of polymer
blends in the one-phase region is spontaneous. To min-

imize the importance of transport limitations for homog-
enization, we studied samples that had been aged in the
two-phase region of the phase diagram for relatively
little time. The homogenization experiment was started
before the onset of the late stage of phase separation, that
is, before the formation of large domains separated by
sharp interfaces was observed. The circles in Figure 4
show the homogenization temperatures of sample B3
obtained at different pressures. We find quantitative
agreement between the homogenization temperatures
and the Flory–Huggins binodal curve (Fig. 4).

The verification of the location of the spinodal of blend
B1 is shown in Figure 1. The proximity of blend B1 to the

Figure 2. Dependence of � on 1/T for PMB/PEB blends at 0.86 kbar. The circles
represent B1, and the squares represent B2. The diamonds and triangles represent
data from homogeneous blends with �dPMB � 0.414 and �dPMB � 0.203, respectively
(see ref. 41 for details). The filled symbols indicate results from blends in the one-phase
region. The unfilled symbols indicate results from blends in the metastable two-phase
region. The error bar shows the largest error in �. The curve is the least-squares
quadratic fit through the data.
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spinodal at lower temperatures is clear from the fact that the
extrapolated intensity as q approaches 0 is very large. We
use the RPA to extrapolate the scattering data to obtain
I(q3 0), as indicated in Figure 1. At 54 °C, I(q3 0) is 104

cm�1, and the sample is estimated to be 4 °C from the
theoretical Ts value based on the Flory–Huggins theory.
Attempts to obtain the structure factor of the metastable
state of B1 at temperatures below 54 °C (0.86 kbar) failed
because of rapid phase separation. It is clear from Figure 1
that we have identified Ts of our off-critical blend with an
accuracy of about 5 °C.

This sets the stage for examining the initial stages of
phase separation in our samples. The location of the
quenches conducted on blend B3 are represented by
squares in the phase diagram (Fig. 4). Because of our
interest in nucleation, most of our quenches were located

in the metastable region between the binodal and spi-
nodal curves. Details regarding the procedures used to
quench the sample are given in ref. 31.

INITIAL STAGES OF PHASE SEPARATION

Typical SANS profiles obtained after the quenching of
our samples are shown in Figure 5, in which we show
data obtained from B3 for selected quenches. At large
quench depths (at 3.10 kbar), we see a rapid increase in
the absolute scattering intensity [I(q)], particularly at low
q values, which indicates the growth of structures with
large length scales. As the quench depth decreases, phase
separation becomes slower. For example, I at the lowest
accessible q value (0.021 nm�1) increases by a factor of

Figure 3. Calculated phase diagram for blends B1 and B2 at 0.86 kbar in a temper-
ature-versus-�dPMB format. The solid curve is the binodal curve, and the thin dashed
curve is the spinodal curve. The vertical dashed lines show the range over which �
values were determined for B1 and B2.
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2 in 70 min at 3.10 kbar, whereas at 1.24 kbar, the same
increase is seen in 230 min. At 0.86 kbar, which is
between the binodal and the spinodal of our blend [Fig.
5(d)], we see no evidence of phase separation.

In Figure 6(a), we show the time dependence of I(q
� 0.021 nm�1) after the quenching of blend B3 at 58 °C
and 2.31 kbar. We see two regimes of behavior: an early
stage (t 	 150 min) in which the growth of I was slow
and a late stage (t 
 150 min) in which the growth of I
was rapid. In systems with significant nucleation barri-
ers, we expect a slow nucleation process followed by a
rapid growth process. We define time 
E to be the time
required to complete the early stage of phase separation.
The numerical procedure used to determine 
E from the
data is given in ref. 31. The dependence of 
E on the
quench depth for all three blends is given in Figure 6(b).
The abscissa in Figure 6(b) is �/�s, where � is the
Flory–Huggins interaction parameter at the temperature
and pressure values at which the phase-separation exper-
iments were carried out and �s is the value of � at the
spinodal at the same temperature and pressure (eq 4).
Figure 6(b) shows that 
E decreases rapidly as the spi-
nodal is approached. This is expected if what occurred in

our blends at times less than 
E was nucleation. Nucle-
ation is an activated process, and the time required to
cross the nucleation barrier is directly dependent on the
height of the barrier. According to the classical view, the
barrier for nucleation disappears at the spinodal. This
would imply that the timescale required for nucleation
should approach molecular relaxation timescales at the
spinodal (i.e., �/�s � 1). The data in Figure 6(b) are thus
in qualitative agreement with expectations based on clas-
sical nucleation theory.

Figure 6 describes the evolution of the SANS inten-
sity at small scattering vectors. It is clear from Figure 5
that the rate of growth of the SANS intensity is a strong
function of the quench depth and q. At a given quench
depth, we find that the SANS intensity over a range of
scattering vectors is, in fact, independent of time. We use
the term qc (the critical scattering vector) to denote the
low q limit of this range of scattering vectors. Numerical
procedures to identify qc are described in ref. 31, and the
results of this analysis are shown in the insets of Figure
5(a–c). Because the value of the scattering intensity at q
is indicative of the growth of structures with a charac-
teristic length of 1/q (within a constant), 1/qc represents

Figure 4. Calculated phase diagram for blend B3 at �dPMB � 0.16 in a temperature-
versus-pressure format. The solid curve represents the pressure dependence of Tb, and
the dashed curve represents the pressure dependence of Ts, both calculated from the
Flory–Huggins theory. The filled circles represent experimentally determined Tb’s. The
locations of the quenches studied during phase-separation experiments are represented
as squares. The closed squares represent quenches that led to phase separation; the
open squares represent quenches that did not lead to phase separation.
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Figure 5. Time dependence of scattering intensity, I, versus scattering vector, q, for
the B3 blend during phase separation at 58 °C and (a) 3.10, (b) 2.00, (c) 1.24, and (d)
0.86 kbar. From small to large intensities, the SANS profiles are for times: (a) 3, 77,
141, 189, 231, 252, 273, and 294 min; (b) 3, 153, 211, 253, 295, 337, and 379 min; and
(c) 3, 475, 569, 694, 788, and 945 min. The inserts show log–log plots of I(q) versus q.
From small to large intensities, the SANS profiles are for times: (a) 5, 64, and 141 min;
(b) 6, 58, and 130 min; and (c) 3, 54, 412, 538, and 663 min. The arrows indicate the
locations of the critical scattering vectors, qc.

31

HIGHLIGHT 1801



Figure 5. (Continued from the previous page)
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Figure 6. (a) I versus time at q � 0.021 nm�1 for blend B3 at 2.31 kbar. The arrow
shows the location of 
E. (b) Quench depth dependence of 
E for blends B1, B2, and B3.
The quench depth is represented as �/�s. The two data points for blend B2 at �/�s

� 0.775 were obtained from different blend samples of the same composition. The
difference between the two 
E values provides an estimate of the error in the measure-
ments.
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a lower bound for the length scale of the growing struc-
tures. This is precisely the definition of Rc in conven-
tional nucleation theories. We thus propose that Rc is
simply given by

Rc � k/qc (5)

where k is a numerical prefactor that depends on the
shape and content of the growing nuclei. Because we
have not yet determined all of the characteristics of the
growing nuclei, we cannot assert what k is.

The SANS profiles obtained during the early stage of
phase separation are consistent with the Ornstein–Zer-
nicke (OZ) equation. This is shown in Figure 7, in which
we show data obtained from sample B1 during the early
stage of phase separation. The curves through the data
are least-squares fits of the OZ equation:

I�q� �
I0

1 � q2�2 (6)

where � is the characteristic length of the structures in the
sample and I0 is related to the average scattering power
of the structures. The OZ equation is usually used to
describe the buildup of concentration fluctuations as the
critical point is approached in the mean-field limit, in
which case one obtains I0 � �1/2. OZ fits through the
time-dependent SANS data from our samples enable the
determination of the time dependence of I0 and �.51 In
Figure 8, we have plotted I0 versus � obtained from
samples B1 and B2 normalized by the values of these
parameters at t � 0. The collapse of the data indicates
that the structures that grow in the early stages of phase
separation are self-similar. This self-similarity is not
consistent with the Cahn–Hilliard theory of nucleation,
in which the nuclei are predicted to become increasingly
diffuse as the spinodal is approached. The experimen-
tally determined exponent for I0-versus-� scaling is 0.58
� 0.04, which is not very different from 0.5, the expo-
nent for mean-field concentration fluctuations. We thus
conclude that the structures formed during the early

Figure 7. I versus q for blend B1 at 48 °C and 0.19 kbar. The solid lines represent
least-squares fits of the OZ equation. The location of qc is represented by an arrow.
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stages of phase separation are diffuse and qualitatively
similar to concentration fluctuations found in homoge-
neous mixtures. It is important to note that compact
Gibbsian structures, predicted by classical nucleation
theory, would neither be described by the OZ equation
nor give the observed I0-versus-� scaling. The observed
self-similarity implies that prefactor k in eq 5 is indepen-
dent of the quench depth.

The dependence of Rc on the quench depth is shown
in Figure 9, in which (Rg/Rc)

2 is plotted as a function of
�/�s for all three blends. For convenience, we have set
the prefactor k in eq 5 to unity and normalized the
measured Rc values by Rg, the radius of gyration of the
homopolymers used in this work, which equals 16 � 1
nm. The theoretical expression for the dependence of
(Rg/Rc)

2 on �/�s obtained by Cahn and Hilliard5 is

�Rg

Rc
�2

� �2�N
0.73�

2

��1 � ���1
2 �

1
2�1 �

2
�N � ��

� ��1 �
2

�N���/�s  1� (7)

For completeness, we also show the dependence of (Rg/
Rc)

2 on �/�s obtained by Cahn52 for quenches inside the
spinodal:

�Rg

Rc
�2

� 3��

�s
� 1���/� � 1� (8)

The curves in Figure 9 are the theoretical prediction for
the dependence of (Rg/Rc)

2 on the quench depth with eqs
7 and 8. It is evident that the Cahn–Hilliard theory
predicts that Rc increases with increasing quench depth
in the nucleation regime (�/�s 	 1) and that it diverges
at the spinodal. In contrast, our experiments indicate that
Rc decreases smoothly with increasing quench depth. We
also see no evidence for the nonanalytical dependence of
Rc on the quench depth in the vicinity of the spinodal
(Fig. 9).

The previously described phase-separation kinetics
(Figs. 5–9) are not consistent with any known theory of
spinodal decomposition or nucleation and growth. This
was one of the factors that motivated Wang and cowork-
ers26,27 to reevaluate the applicability of the mean-field

Figure 8. Dependence of the OZ parameters, � versus I0 (obtained at the same time),
during the early stages of nucleation and normalized by their prequench values. Both
I0 and � increase monotonically with time (see ref. 30 for details). The pressures for
sample B1 were () 0.19, (E) 0.27, (�) 0.34, (ƒ) 0.38, (�) 0.43, and (�) 0.51 kbar. The
temperatures for sample B2 were (Œ) 40 and (,‚) 35 °C (two separate quenches). The
solid line is the least-squares power law fit through the data. The error bars indicate
average uncertainty in the parameters.
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theory of polymer blends. This new theory indicates that
polymer blends with N � 3000 (the range of N values in
our experiments) cannot be treated as mean-field sys-
tems. It is thus necessary to correct the mean-field theory
for the presence of concentration fluctuations. A new
theory, in which the effects of concentration fluctuations
on thermodynamics are treated perturbatively, has been
developed and used to characterize the nature of concen-
tration fluctuations in single-phase, metastable blends.
Not surprisingly, it was found that the binodal fluctua-
tions grew in magnitude with increasing quench depth
(i.e., increasing �). This behavior was, however, re-
stricted to ���m. �m is given by the following analytical
expression:

�ml � �s�1 � 2.5�l1l2

l� ��V1V2�
1/3

V�

� ���1 � �1�
2V2 � �1

2V1�
2

�1�1 � �1�V1V2
�2/3� (9)

where Vi is equal to Nivi, li is equal to Vi/Ri
2, V� is equal

to �1V1(1 � �1)V2, l� is equal to �1l1(1 � �1)l2, and
Ri is the end-to-end distance of polymer i and is given by
Ri

2 � Nilsi
2 (where lsi is the statistical segment length of

polymer i). In the regime � 
 �m, the theoretically

obtained concentration fluctuations decay with increas-
ing quench depth. This unphysical result is obtained
because the magnitude of the fluctuation corrections at �

 �m are so large that the perturbative approximations
used to obtain the theoretical result break down. Wang
argued that in the presence of such large fluctuations, it
would be impossible to maintain the metastable one-
phase state and thus phase separation at these quench
depths would be spontaneous. He thus called �m the limit
of metastability. This limit is entirely analogous to the
breakdown of a mean-field theory at the stability limit,
that is, at the spinodal. Additionally, the nucleation bar-
riers in the vicinity of �m are approximately kT. There-
fore, it is difficult to distinguish between nucleation and
growth and spinodal decomposition in this regime.
The existence of such a regime was first postulated by
Binder.9,11

Figure 10 shows the mean-field binodal and spinodal
curves on a �N-versus-�PMB plot.53 The predicted loca-
tion of the fluctuation-corrected metastability limit ob-
tained with eq 9 is also shown. The symbols in Figure 10
represent the location of the quenches that were con-
ducted on sample B3. The filled symbols indicate the
locations of quenches that resulted in observable phase
separation, whereas the unfilled symbols indicate the
locations of the quenches that did not result in phase

Figure 9. Plot of (Rg/Rc)
2 versus the quench depth (�/�s) for blends B1, B2, and B3.

The error bars in (Rg/Rc)
2 are due to uncertainties in the location of qc. The solid curve

is the theoretical prediction for blend B2 (eqs 7 and 8). The arrows indicate the values
of �/�s at the binodal for the three blends.
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separation. The quench depth at which we see these two
qualitatively different behaviors is �/�s � 0.796 � 0.007
(or �N � 3.25). The theoretical limit of metastability for
blend B3 is �/�s � 0.831 (or �N � 3.40). The agreement
between the experimental and theoretical limits of meta-
stability is remarkable given the uncertainties in � and
the fact that the agreement is obtained without any ad-
justable parameters.

Although Wang’s theory provides an explanation for
some of our observations, many fundamental issues re-
garding nucleation remain unresolved. The theory pre-
dicts that the concentration fluctuations near the meta-
stability limit are very different from the mean-field
predictions. If this were true, then � obtained through the
fitting of the static SANS profiles in this regime would be
substantially different from predictions based on the
mean-field theory (RPA). In contrast, the data in Figures
1 and 2 show that the static SANS profiles of our blends
are in complete agreement with the mean-field theory.
Wang’s theory also provides no explanation for the self-
similarity of the structures seen during the early stages of
phase separation (Fig. 8) or the observed dependence of
Rc on the quench depth (Fig. 9). Perhaps we can resolve
these issues by studying the dynamic consequences of
the fluctuation corrections proposed by Wang.

CONCLUSIONS

We have completed a comprehensive study of the equi-
librium and nonequilibrium thermodynamic properties of
off-critical, high-molecular-weight polymer blends with
static and time-resolved SANS. Our objective was to
observe the formation of critical nuclei during the initial
stages of liquid–liquid phase separation. Previous studies
on the initial stages of liquid–liquid phase separation in
polymer blends have focused on critical blends undergo-
ing spinodal decomposition.54–58 We chose the PMB/
PEB blend system because � for this system is indepen-
dent of the blend composition and molecular weight
(Figs. 1 and 2). We could thus assume that the equilib-
rium thermodynamic properties of our blends were given
by the Flory–Huggins theory. We found good agreement
between the binodal (Fig. 4) and spinodal (Figs. 1 and 3)
curves obtained from theory and experiment. We then
studied the kinetics of phase separation, focusing on
quenches into the metastable region of the phase diagram
bounded by the binodal and spinodal curves.

We have established that the scattering from struc-
tures formed during the initial stages of phase separation
is consistent with the OZ equation (Fig. 7). The OZ
parameters obtained from all of the blends obey a uni-

Figure 10. Calculated �N-versus-�dPMB phase diagram for blend B3 (see ref. 52 for
details). The solid curve (B) is the mean-field binodal curve, the dashed curve (S) is the
mean-field spinodal curve, and the dotted–dashed curve (M) is the metastability limit
proposed by Wang.27 The values of �N at which phase separation was observed and was
not observed are indicated by filled and open diamonds, respectively. The inset shows
an expanded view of the theory and experimental data near the metastability limit.
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versal scaling law (Fig. 8), indicating that structures
responsible for nucleation are diffuse and self-similar
and that their characteristics are independent of the
quench depth. We found that the scattering profiles ob-
tained during phase separation were independent of time
for q values greater than qc. We concluded that the
growing structures during the initial stages of nucleation
must have length scales greater than 1/qc. The lower limit
of the length scale of the structures responsible for the
initial phase-separation process, Rc, is thus equal to 1/qc.
We found that Rc decreased monotonically with increas-
ing quench depth. A major prediction of conventional
nucleation theories is the divergence of Rc at the spi-
nodal. We found no evidence of such a divergence. We
thus conclude that the spinodal, defined as the quench
depth at which the static structure factor of a mixture
diverges, appears to have no dynamic significance. Re-
cent theories of Wang and coworkers26,27 have shown
that fluctuation corrections to the mean-field theory of
polymer blends naturally lead to the existence of a meta-
stability limit. Experimentally, we have observed that
phase separation can only be initiated in our blends when
the quench depth exceeds a particular critical value. The
theoretically predicted metastability limit and the exper-
imentally obtained critical quench depth are in reason-
able agreement (Fig. 10).

Our work indicates that the nucleation pathways in
polymer blends are not consistent with any of the avail-
able theoretical predictions. The answer to the question,
“Does conventional nucleation occur during phase sep-
aration in polymer blends?”, is, therefore, “No”.
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